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Abstract
Medical documents use technical terms (single or multi-word expressions) with very specific semantics. Patients may find it
difficult to understand these terms, which may lower their understanding of medical information. Before the simplification step
of such terms, it is important to detect difficult to understand syntactic groups in medical documents as they may correspond
to or contain technical terms. We address this question through categorization: we have to predict difficult to understand
syntactic groups within syntactically analyzed medical documents. We use different models for this task: one built with only
internal features (linguistic features), one built with only external features (contextual features), and one built with both sets
of features. Our results show an f-measure over 0.8. Use of contextual (external) features and of annotations from all anno-
tators impact the results positively. Ablation tests indicate that frequencies in large corpora and lexicon are relevant for this task.
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1. Introduction
As any specialized area, medical domain witnesses dif-
ferent types of actors, all involved in the healthcare pro-
cess and biomedical research, such as medical doctors,
patients, nurses, biologists, medical students, or phar-
macists. Patients particularly have no particular medi-
cal knowledge and may have understanding problems
when reading medical information. Indeed, medical
domain uses technical terms, such as cholestatic jaun-
dice or mesenteric venous thrombosis. Such terms have
specific and opaque semantics. Yet, the understanding
of these notions is crucial for patients as it is intimately
linked to their healthcare and wellbeing. It has indeed
been shown that a correct understanding of medical
notions plays an important role in healthcare process
and ensures its success (Hermann et al., 1978; Vander
Stichele, 2004; Mcgray, 2005; Eysenbach, 2007). It
has also been shown that patients have to face quite
frequently technical medical documents, in which the
level of technicality is above their understanding:

• information on drug intake, preparation and
dosage (Vander Stichele, 1999; Patel et al., 2002);

• clinical documents (Vander Stichele, 1999; Patel
et al., 2002) on clinical procedures;

• medical leaflets and consent forms (Williams et
al., 1995), specifically created for and typically
met by patients during their healthcare process;

• more generally, information for patients found
on the Internet (Rudd et al., 1999; Berland et
al., 2001; Mcgray, 2005; Oregon Practice Cen-
ter, 2008; D’Alessandro et al., 2001; Brigo et al.,
2015) on different medical topics.

Thus, it is important to detect terms and syntactic
groups that can show understanding difficulties for pa-
tients. Those terms can then be simplified. In this work,
we propose a contribution to this research question:

identification of difficult to understand syntactic groups
in French medical texts. We first introduce existing
works on this question (section 2). We then present
the material used (section 3). Next, we describe the
method proposed (section 4). Finally, we present the
results (section 5) and discuss them (section 6).

2. Related work
Several works have been done throughout the years
on the prediction of the difficulty in whole documents
(Zheng et al., 2002; Chmielik and Grabar, 2009; Va-
jjala and Meurers, 2015) and they show good scores,
with F-measures higher than 0.9 when different fea-
tures are used. Indeed, at the text level, several hints
are available and give complementary results. Never-
theless, prediction of difficulty of terms and syntactic
groups within sentences is a more complex issue.

Works on this issue mainly use supervised learn-
ing classifiers with features including linguistic (fre-
quency, length of the word, part-of-speech, number
of phonemes, of syllables, phoneme/spelling coher-
ence...) and psycholinguistic (level of abstractness)
features (Paetzold and Specia, 2016; Yimam et al.,
2018; Gala et al., 2013; Shardlow, 2013; Sheang, 2019;
Agarwal and Chatterjee, 2021), as well as word em-
beddings and contextual features (Yimam et al., 2018;
Sheang, 2019). Other works focus on exploitation of
frequency. In particular, frequency thresholding is im-
portant (Zeng et al., 2005), as the frequency of words
is considered to be a good hint to determine their com-
plexity (Leroy et al., 2013; Lindqvist et al., 2013;
Rudell, 1993). Another work suggests that the rarity
of words may be indicative about their difficulty: the
words that are not found in different lexica are consid-
ered to be difficult (Borst et al., 2008). (Zaharia et al.,
2020) proposed a method using RNN and Transformer-
based models. Finally, more recent works use Bert
models (Shardlow et al., 2021).



Figure 1: Syntactic annotation and parsing from Cordial

The main contributions of our work are:

• building and annotation of understanding difficul-
ties in French medical documents,

• automatic prediction of understanding difficulties
in French medical documents,

• exploitation of internal (linguistic) and external
(contextual) features,

• study of the impact when using annotations from
several annotators.

3. Material
We use 100 French clinical cases randomly selected
from the CAS corpus (Grabar et al., 2018), including a
total of 41,384 words. Clinical cases are medical doc-
uments similar to clinical reports. They describe the
patients medical background, the reason of their con-
sultation, healthcare process and treatments proposed
and performed, and the outcome. Such clinical docu-
ments can be encountered by patients in their everyday
lives. Clinical cases deal with different topics and spe-
cialties. They are published and are freely accessible in
different sources. They are anonymous.

The corpus with clinical cases is pre-processed. The
documents are syntactically analyzed by Cordial parser
(Laurent et al., 2009) to divide them into syntactic
groups. Figure 1 shows the output from Cordial. We
exploit the following syntactic information: the first
column with the id of the word within the sentence, and
the eighth column with the id of the head of the syntac-
tic group in which the word belongs (words with the
same number belong to the same syntactic group). For
instance, {Le tramadol; the tramadol} is a syntactic
group where tramadol is the head. When a given word
belongs to a group within a group, we keep the mini-
mal one, that is, the group within the bigger group. The
corpus provides in total 15,053 syntactic groups. The
choice to work with syntactic groups instead of words
is motivated by the fact that syntactic groups may cover
single or multi-word expressions, which convey spe-

cific semantics (Baldwin and Kim, 2010) and represent
then suitable processing units.

Documents are then annotated manually by nine an-
notators. The annotators are all native French speak-
ers. They have no medical knowledge or training. Few
of them (annotators 5 to 8) are chronically ill with
hemophilia, while others have no chronic disorders.
The annotators were advised not to use dictionaries or
Internet when annotating. They had to do the annota-
tions on the basis of their own knowledge. The anno-
tators are presented with whole documents, where syn-
tactic groups are between brackets, such as indicated on
Figure 2. For each syntactic group, the annotators have
to indicate if they do not understand it (by annotating it
as not-understood) or if they are not sure to understand
it (by annotating it as not-sure-to-understand). In the
case they understand a given syntactic group, they do
not have to annotate it.

[Her medical background] [shows] [a probable ges-
tational diabetes] [and a HG] [during her first preg-
nancy]. [The patient] [had then been hospitalized]
and [recieved] [an intravenous treatment] [of meto-
clopramide with] [diphenhydramine followed] [by oral
treatment] [with metoclopramide and] [hydroxyzine].
[An extrapyramidal reaction] ([jaw] [stiffness and] [dif-
ficulty] [to talk]) [caused] [the cessation] [of metoclo-
pramide]. [Hydroxyzine] [had] [then been replaced]
[by the combination] [of doxylamine] [and pyridoxine]
(Di-clectinMD).

Figure 2: Translated excerpt from syntactically parsed
and annotated clinical case

Further to the annotation process, each document is an-
notated by at least four annotators, while some docu-
ments are annotated by up to six annotators. We com-
puted the kappa of Fleiss (Fleiss, 1971) for four anno-
tators who annotated all the documents. As indicated in
Table 1, the kappa for all annotators is 0.175, which is
a low value. For some pairs of annotators (1&3, 2&3),
kappa shows slightly higher values (0.292 and 0.316).



Figure 3: Percentages of not sure to understand (blue line) and not understood (red line) annotations according to
the annotators. Annotators 5 to 8 are chronically ill

Figure 4: Number of different annotations (not sure to understand and not understood) from each annotator

We assume this means that the task at hand is very sub-
jective. Besides, it is impossible to do the consensus
among the annotators and to convince them that they
should understand a given syntactic group. Indeed, this
kind of annotations heavily depends on own knowledge
and understanding feeling of each person.

Annotators Kappa
all (1-4) 0.175
1 & 2 0.093
1 & 3 0.292
1 & 4 0.1
2 & 3 0.316
2 & 4 0.115
3 & 4 0.048

Table 1: Kappa score for different annotators

Figure 3 shows the percentage, for each annotator, of
not sure to understand (blue line) and not understood
(red line) annotations. We can see that annotators who
are chronically ill (annotators from 5 to 8) have a lower
percentage of not sure to understand and not under-
stood annotations. For instance, Annotator 7 marked
only 5% of syntactic groups as not understood and that

much syntactic groups as not sure to understand. We
assume that chronically ill annotators may better un-
derstand medical terms than healthy annotators.

Another interesting observation is that the annotations
are complementary. Hence, Figure 4 shows the num-
ber of new annotations (not sure to understand and not
understood) from each annotator, starting with chroni-
cally ill annotators who annotated the lowest number of
non-understandable syntactic groups. We can see that
the number of different and new annotations is increas-
ing as a new annotator is taken into account. As noticed
above, the feeling on understanding difficulty of medi-
cal information is a subjective question which depends
on the own knowledge and individual experience of an-
notators. We consider that, in order to obtain a more
complete picture on understanding difficulties, it would
be necessary to involve a greater number of annotators:
they may contribute with more relevant annotations for
a given population. In this case, the purpose is not to
achieve a better inter-annotator agreement but to obtain
the more complete annotations possible.

When the annotations are done, we merge them all to-
gether. For this, we keep the strongest annotation for



a given syntactic group: if one annotator annotates a
given syntactic group as not understood, while all the
others annotate it as understood, we therefore consider
this syntactic group as not understood. In total, 12,417
syntactic groups belong to the understood category,
157 belong to the not sure to understand category, and
2,479 belong to the not understood category. We de-
cide to merge together not sure to understand and not
understood categories because: the not sure to under-
stand category is very small and the difference between
these two categories lays in the certainty related to the
non-understanding of syntactic groups. This disposi-
tion permits also to do a binary classification task.

Figure 2 presents an English translation from annotated
clinical case. Syntactic groups are between brackets.
Groups in red are annotated as not understood, and
groups in blue as not sure to understand. Hence, we
obtain a French dataset with 15,053 syntactic groups
annotated according to their difficulty. This dataset is
divided into training (75%) and test (25%) sets.

4. Determining the difficulty of syntactic
groups in context

We address the prediction of difficulty of syntactic
groups as categorization problem: for a given syntac-
tic group, we have to decide if it should be assigned to
the category not understood or to the category under-
stood. We first introduce our approach for determining
the difficulty of syntactic groups in context and then
describe the experimental setup.

4.1. Approach
We test several supervised learning algorithms imple-
mented in Scikit-Learn (Pedregosa et al., 2011) to
determine the difficulty of French medical syntactic
groups in context: SVM Linear and RBF (Platt, 1998),
Decision Tree (Quinlan, 1993), Multilayer Percep-
tron (Rosenblatt, 1958), and Random Forest (Breiman,
2001). These classifiers have been used for similar
tasks in previous works (Ronzano et al., 2016; Mukher-
jee et al., 2016; Zampieri et al., 2016; Brooke et al.,
2016; Davoodi and Kosseim, 2017; Alfter and Pilán,
2018; Kajiwara and Komachi, 2018) and display an ac-
curacy between 0.513 and 0.933.

We exploit internal and external features. Internal fea-
tures are related to internal and linguistic properties of
syntactic groups:

• Number of letters. Previous studies have shown
that word length correlates with simplicity of text
(Keskisärkkä, 2012). Moreover, simplification
guidelines (Ruel et al., 2011; OCDE, 2015; UN-
APEI, 2019) preconize to use short terms;

• Number of phonemes. Number of phonemes
is correlated with word length. To determine
the number of phonemes, we used the French
database Lexique3 (New et al., 2001) and the

French adaptation of the Python Epitran module
(Mortensen et al., 2018);

• Number of syllables, which is, once again, corre-
lated with word length. To determine it, we also
use Lexique3 and Epitran;

• Coherence between spelling and number of
phonemes. This feature corresponds to the ratio
between the number of phonemes and the number
of letters. Its values are between 0 and 2. If there
is no difference then the coherence value is 0, if
there is one or two differences the coherence value
is 1, and if there are more than two differences the
coherence value is 2;

• Syllable components. This feature corresponds
to three levels of complexity according to the
syllable components (coined with consonants C,
vowels V and semi-consonants Y) and to their
frequency. For instance, syllables like CYV
lion (lion), CVC mentir (to lie), CV lettre (letter)
are very frequent in French, while syllables like
CCVC attendrir (to soften), VCC ans (years), VC
antan (yesteryear), YV ion (ion) are much less fre-
quent in French;

• Frequency. Several studies show that the com-
plexity of words can be related to their frequency
(Leroy et al., 2013; Lindqvist et al., 2013; Rudell,
1993). We use several sources to compute the fre-
quency:

– frequency in French lexica: Lexique3 and
Manulex (Lété et al., 2004),

– frequency in a general language corpus
(French Wikipedia),

– frequency in a medical corpus (CLEAR cor-
pus (Grabar and Cardon, 2018)).

For syntactic groups containing more than one
word, we compute the average of frequencies of
each word.

• Presence of words in a list of very basic French
vocabulary built by Catach (Catach, 1984).

Notice that several of these features are inspired by a
typology in a related work (Gala et al., 2013).

Among the external features, we count the right and
left contexts of the syntactic groups. Hence, for each
syntactic group, we extract five words at its left and
five at its right, within the sentence.

We build a bi-class model, where each class comes
from the manual annotations: not understood corre-
sponds to not understood and not sure to understand;
and understood corresponds to understood.

4.2. Baseline
For the baseline approach, we exploit the UMLS (Uni-
fied Medical Language System) (Lindberg et al., 1993):



• if a given syntactic group is present in the UMLS
this group is considered as not understood. In-
deed, in this case, the syntactic group is part of the
specialized terminology and may be considered to
convey technical meaning,

• if a given syntactic group is not present in the
UMLS it is considered as understood. In this case,
the syntactic group may be considered to convey
more general meaning.

4.3. Experimentations
We use supervised learning algorithms with: only inter-
nal features, only external features, both internal and
external features. We also perform ablation tests: (1)
only one feature is used and the remaining features are
removed, (2) one feature is removed.

Each experimentation is evaluated within the training
dataset through 10-fold cross-validation using recall,
precision and f-mesure. Since the classes are unbal-
anced in the training set (1,978 instances in the not-
understood class and 10,294 instances in the under-
stood class), we train other models on a balanced train-
ing set (1,978 instances in not-understood and under-
stood classes). The 1,978 understood instances are
selected randomly within the 10,294 understood in-
stances from the full train set. In addition, the mod-
els built on both training sets (full set and the one with
balanced classes) are tested on the test set, and recall,
precision and f-mesure are also computed. All results
are compared to the baseline.

Besides, all features are exploited with annotations
from each annotator used incrementally. The purpose
is to observe a possible impact on categorization results
when using more annotators.

5. Results
Among the classifiers tested, Random Forest provides
the best results in several settings. Also, contrary to
other classifiers, it tries to recognize the two cate-
gories (not understood and understood) and not only
the largest category (understood). Hence, we present
the results obtained with this classifier. We first present
the classification results obtained with ten-fold cross-
validation and on the test set (Section 5.1), we then de-
scribe the results of the ablation tests (Section 5.2).

5.1. Classification of syntactic groups
Table 2 shows the results of the ten-fold cross-
validation on balanced training set depending on the
features used (internal, external, or both) and compared
to the baseline. The baseline scores are very low, and
this can be explained by the fact that any word linked
to medical domain is present in the UMLS, even those
that can be understood by non-medical experts. For
instance, {anestésie; anesthesia} is annotated as un-
derstood in the reference data but is considered as not-
understood by the baseline method because this term is

part of the UMLS. All feature sets outperform the base-
line. More specifically, the combination of both sets of
features provides the highest scores (0.931 precision,
0.847 recall and 0.877 f-measure) in this setting. With
the three sets of features, the values of precision and
recall are close to each other.

Model Precision Recall F-measure
Internal 0.805 0.769 0.783
External 0.893 0.798 0.830
Both 0.931 0.847 0.877
Baseline 0.570 0.579 0.573

Table 2: Results of the ten-fold cross-validation with
different feature sets and Random Forest obtained on
the full training set

Table 3 shows the results obtained on the test set with
different models trained on the full training set: internal
and external features, both of them, and the baseline.
The combination of both external and internal features
gives once again the higher scores. Yet, for all models,
the scores become lower, and the baseline outperforms
other models.

Model Precision Recall F-measure
Internal 0.384 0.500 0.434
External 0.598 0.524 0.248
Both 0.601 0.551 0.310
Baseline 0.567 0,570 0.567

Table 3: Evaluation on the test dataset with different
feature sets and Random Forest on the full training set

Table 4 shows the results of the ten-fold cross-
validation obtained on the balanced training set with
different features used (internal, external, or both) and
compared to the baseline. The scores are lower than
those obtained on the full training set (see Table 2).
The combination of internal and external features out-
performs other feature sets. All models outperform the
baseline.

Model Precision Recall F-measure
Internal 0.734 0.734 0.734
External 0.730 0.703 0.707
Both 0.798 0.799 0.798
Baseline 0.570 0.579 0.573

Table 4: Results of the ten-fold cross-validation with
different feature sets and Random Forest on the bal-
anced training set (both classes are equivalent)

Table 5 shows the results obtained on the test set with
different models trained on the balanced training set
with different feature sets (internal and external fea-
tures, both of them), and the baseline. The scores are
lower than those obtained on the full training set (see
Table 3). The baseline outperforms other models.



Model Precision Recall F-measure
Internal 0.602 0.505 0.101
External 0.384 0.500 0.434
Both 0.407 0.470 0.428
Baseline 0.567 0,570 0.567

Table 5: Evaluation on the test dataset with different
feature sets and Random Forest on the balanced train-
ing set (both classes are equivalent)

5.2. Ablation tests
We performed two ablation tests: (1) only one feature is
exploited and the remaining features are removed, and
(2) one feature is removed at a time from the whole fea-
ture set. These ablation tests are done with internal fea-
tures and are evaluated by a ten-fold cross-validation.
We compare these results with the baseline and ex-
ploitation of all internal features.

Figure 5 shows f-measure when only one feature is
used (burgundy line). The features indicated on the
horizontal axis are the features which are kept. We
compare these results to the exploitation of all internal
features (green line) and baseline (yellow line). As al-
ready observed, the baseline outperforms the use of in-
ternal features only. We can also see that combination
of all internal features (green line) is more efficient than
each feature taken alone. We observe that the scores
become lower with several features used individually:
cohesion feature, number of letters and number of syl-
lables, the Catach list, and syllable components. We
can provide an explanation on these observations:

• the length of words and syntactic groups is not al-
ways correlated with their complexity in medical
documents, contrary to long words from the gen-
eral language texts. Indeed, short medical words,
like abbreviations or some medical terms, can cor-
respond to complex notions, while long words do
not necessarily correspond to complex terms;

• the Catach list is very short and covers only a
small portion of words occurring within medical
documents, contrary to lists from Lexique3 and
from Wikipedia which are more exhaustive;

• information on syllables (their structure and co-
hesion) has been first proposed for the classifica-
tion of scholar manuals from elementary school,
in which this information is important and reflects
the scholar levels. We assume, these features are
less efficient when used on specialized contents:
the overall structure of words and syllables be-
comes more complex when addressing adult pop-
ulation and is no more a salient feature.

Several features related to the frequency of words pro-
vide high scores when used individually: frequency
in Lexique3, Manulex, in a general language (French
Wikipedia) and medical (CLEAR) corpora. This may

be due to the fact that (1) these corpora provide a better
coverage for words occurring in medical documents,
and (2) the words that have higher frequency in these
corpora are also more frequent in the language. Hence,
they are better understood by the annotators.

Figure 6 shows f-measure obtained when one feature is
removed (burgundy line). The features on the horizon-
tal axis are those features which are removed in a given
ablation test. We also present the f-measure when all
internal features are used (green line) and the baseline
(yellow line). Overall, we can see that the scores be-
come lower when one feature is removed, which indi-
cates that each feature is contributing to the results and
that their combination is important. Among the fea-
tures which removal decreases the scores we can find:
the frequency in Lexique3, the number of letters, the
frequency on Wikipedia and CLEAR corpora, the syl-
lable components. The impact of the frequency from
large corpora (Wikipedia, CLEAR, Lexique3) has al-
ready been observed and remains coherent with our
observations above. The impact of the number of let-
ters and syllable structure is not observed when these
features are exploited individually. Yet, they may find
their importance in combination with other features.

Figure 7 shows precision, recall and f-measure from
ten-fold cross-validation with incremental addition of
annotations from each annotators. Globally, with
more annotators the scores progressively become bet-
ter despite the low inter-annotator agreement. We as-
sume that this group of annotators provides annotations
which are complementary and which remain coherent.

6. Discussion
We present an error analysis, and discuss the ablation
tests performed. We also compare our work with pre-
viously published results.

6.1. Error analysis
We randomly selected eight terms, single words
(furosémide (furosemide), sevrage (withdrawal), hospi-
talisée (hospitalized), ascite (ascites)) and multi-word
expressions (chlorure chlorobutanol (chlorobutanol chlo-
ride), oppression thoracique (chest tightness), méga-
uretère (mega-ureter), pré-opératoire (preoperative)), to
analyze the predictions for these terms. Hence, Table
6 shows the reference annotations, and the predictions
provided by the baseline and the models based on in-
ternal, external and all the features.

• With internal features, either on full or balanced
train set, the syntactic groups are classified as
not understood, which is the minority category.
The model trained on the full training set puts
3,424 out of 3,739 syntactic groups in the not un-
derstood class. The model trained on the bal-
anced training set puts 3,707 out of 3,739 syntac-
tic groups in the not understood class. Therefore,
the model trained on the full training set seems to



Figure 5: F-measure when only one features is exploited at a time

Figure 6: F-measure when one feature is removed

perform better.

• The model based on external features trained
on full training set provides wrong predictions
for chlorure chlorobutanol (chlorobutanol chloride)
surprisingly classified as understood, and pré-
opératoire (preoperative) classified as not under-
stood certainly because of its length. But overall,
this model shows a good performance. The model
trained on balanced set classified every syntactic
group as understood, a non-majority class.

• The model which exploits all the features and is
trained on full training set classifies all single-
word syntactic groups correctly excepting hospi-
talisée (hospitalized) classified as not understood
probably because of its length. However, multi-
word expressions are all classified as not under-
stood. This classification error may also be due
to their length. The model trained on balanced
training set classified the majority of the syntac-
tic groups as not-understood (3,579 out of 3,740).

We assume that low scores obtained when using bal-
anced training set is due to the fact that it contains
lower number of instances. However, we believe that
the scores can be higher with a larger balanced train-
ing set. The baseline only depends on the presence
of terms within the UMLS and their recognition. Per
se, this is not a very reliable clue because the UMLS

is very inclusive. For instance, sevrage (withdrawal),
which is part of the UMLS, is wrongly predicted as not
understood. Besides, we also observed that multi-word
expressions present a greater challenge for the classi-
fication models. Typically, their length may become a
confusing feature.

6.2. Ablation tests
According to the ablation tests, frequencies in large
corpora (Wikipedia and CLEAR corpora) and lexica
(Lexique3) appear to be important features: when re-
moved f-measure decreases while their individual ex-
ploitation provides competitive results. As we ob-
served, the size of corpora and lexica may be impor-
tant as this guarantees that a higher number of words
is represented. Besides, their contents may also be im-
portant. For instance, the frequencies in Lexique3 are
compiled from movie and tv-show subtitles as well as
from a book corpus (New et al., 2001), while the fre-
quencies in Manulex are compiled from French scholar
books from different levels in primary school. Since
Manulex aims to describe children literacy and reading
capacity, its exploitation for the analysis of documents
written for adults is less useful. The importance of the
frequency for the recognition of difficult to understand
words has been noticed by several existing works. In-
deed, existing work stresses on importance of this fea-
ture (Zeng et al., 2005), while several other works ex-



Figure 7: Evaluation measures with incremental addition of annotators, ten-fold cross-validation

syntactic group Ref. BL Int. Ext. Both Int. Ext. Both
compl. compl. compl. incompl. incompl. incompl.

furosémide (furosemide) NU NU NU NU NU NU U NU
sevrage (withdrawal) U NU NU U U NU U NU
hospitalisée (hospitalized) U U NU U NU NU U NU
ascite (ascites) NU NU NU NU NU NU U NU
chlorure chlorobutanol NU NU NU U NU NU U NU
(chlorobutanol chloride)
oppression thoracique (chest
tightness)

U NU NU U NU NU U NU

méga-uretère (mega-ureter) NU U NU NU NU NU U NU
pré-opératoire (preoperative) U U NU NU NU NU U NU

Table 6: Predictions for some syntactic groups (NU: not understood, U: understood)

Previous work Feature(s) in common Evaluation F-measure
(Zampieri et al., 2016) number of letters test corpus 0.270
(Ronzano et al., 2016) number of letters, frequencies cross-validation 0.735-0.824
(Alfter and Pilán, 2018) number of letters, number of syllables,

frequencies
cross-validation 0.726-0.862

(Alfter and Pilán, 2018) number of letters, number of syllables
and frequencies

test corpus 0.627-0.833

(Kajiwara and Komachi, 2018) number of letters and frequencies test corpus 0.745-0.863
(Brooke et al., 2016) frequencies test corpus 0.335
(Mukherjee et al., 2016) number of syllables and presence in ba-

sic vocabulary list
test corpus 0.250

(Mukherjee et al., 2016) number of syllables and presence in ba-
sic vocabulary list

cross-validation 0.530

Our work internal features test corpus 0.434
external features test corpus 0.248
both test corpus 0.310

on full training set internal features cross-validation 0.783
external features cross-validation 0.830
both cross-validation 0.877
internal features test corpus 0.101
external features test corpus 0.434
both test corpus 0.428

on balanced training set internal features cross-validation 0.734
external features cross-validation 0.707
both cross-validation 0.798

Baseline UMLS test corpus 0.567

Table 7: Comparison with previous works



ploited the frequency for the categorization task (Bin-
gel and Bjerva, 2018; Bingel et al., 2016; Malmasi et
al., 2016; Alfter and Pilán, 2018; Kajiwara and Ko-
machi, 2018; Brooke et al., 2016). Besides, one work
in French also exploits the frequency from Lexique3,
and notices that this feature is important for the task
(Gala et al., 2013).

Another observation from the ablation tests is that the
number of letters and syllables is less important, al-
though previous works indicate their importance (Gala
et al., 2013; Wani et al., 2018). We observe that, even
if some features seem to be less important than others
individually, both ablation tests indicate that the com-
bination of features improves the results.

6.3. Comparison with previous works
Table 7 shows a comparison with previous similar
works, all done with data in English. We consider here
the works that have at least one feature in common
with our approach. We indicate whether the evalua-
tion is done on a testset or by cross-validation. The
comparison is done in terms of the f-measure values.
Our results obtained with cross-validation on the full
training set are competitive: they are usually higher
than those from other works. Results obtained with
cross-validation on the balanced training set are closer
to those from other works. Finaly, our predictions on
test corpus are less competitive yet they overpass sev-
eral existing works.

7. Conclusion
We proposed to detect difficult syntactic groups in
French medical texts thanks to their context (external
features) and to their lexical properties (internal fea-
tures). We use supervised learning algorithms, among
which Random Forest appeared to be the best classi-
fier for the task. The models are trained on clinical
cases manually annotated according to the difficulty to
understand syntactic groups. The dataset is divided in
two datasets: training (75%) and test (25%) datasets.
We perform several experiments on both full and bal-
anced training sets: exploitation of only internal fea-
tures (number of letters, number of phonemes, frequen-
cies in corpora and lexica, etc.), exploitation of only
external features (five word context on left and right),
and of both sets of features. Our baseline is based on
the UMLS: if a given syntactic group is part of the
UMLS then it is considered as not understood, other-
wise it is considered as understood. Two evaluations
are performed: ten-fold cross-validation and evaluation
on the test dataset. These two evaluations are com-
pared to the baseline. Cross-validation tests indicate
that the models built with two sets of features are the
most efficient for the task. They shows up to 0.903
f-measure when trained on the full training set and
0.798 f-measure when trained on the balanced train-
ing set. However, when all features are exploited on
the test dataset, they give relatively low results (0.310

f-measure for the model built on the full training set
and 0.428 f-measure on the model built on the balanced
training set). We also notice that the reference annota-
tions show low inter-annotator agreement, instead they
are complementary: the use of annotations from all an-
notators progressively improves classification results.

We performed two ablation tests, one where only one
feature is kept, and one where one feature is removed
at a time. Results of these tests show that the frequency
in large corpora and lexica is important, and that word
length and number of syllables are less important. We
assume that these features require to be combined with
other features to show their positive impact on the re-
sults. The ablation tests also showed that all features
are important, because the best f-measure is obtained
when all features are present. We also observed that
multi-word expressions present a greater challenge for
the classification models. Typically, their length may
become a confusing classification feature.

In future work, we plan to enrich the reference dataset
with more annotations. As observed, additional anno-
tators enrich the annotated syntactic groups, which im-
proves the classification results. A larger set with the
reference data will permit to use approaches involv-
ing the Transformers. Besides, as similar datasets are
available in other languages (Shardlow et al., 2021; Yi-
mam et al., 2018), we may test our approach on these
datasets. Another possible improvement is related to a
better consideration of multi-word expressions.
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