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Abstract. The bibliographical data are growing and their access becomes more difficult. 
A solution consists into providing structured abstracts in which their design is indicated 
explicitly. Our objective is to assign automatically the abstract  sentences to relevant 
sections. We exploit machine learning algorithms and different sets of features (position 
of sentences, their forms and lemmas). The obtained f-measure is  between 0.60 and 
0.80, while one section (Objective) remains difficult to categorize. Our work indicates 
the feasibility of the abstract structuring on large amount of bibliographical data.
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1. Introduction

Several medical journals have been engaged on the way to provide more informative and 
structured abstracts [1], although the main amount of bibliographical data is still available 
within unstructured format. Within structured abstracts, the authors explicitly indicate their 
design. The standardized structure of the abstracts is known as the IMRAD structure  [2]: 
introduction, methods, results, discussion. When available, structured abstracts facilitate 
several tasks usually performed by researchers and clinicians: find articles that are 
scientifically sound and relevant; ease the peer review before publication; allow more 
precise computerized literature searches [1]. The structured abstracts open new possibilities 
to the automatic systems from Natural Language Processing. Importance of the availability 
of the structured abstracts has been notified long ago [1,3-4], however little previous work 
exists. It is done within the RCT [5-6] and genomics [7] areas. We propose to decipher the 
structure of the MEDLINE abstracts with  machine  learning  algorithms  and  while 
processing them independently from their clinical areas and journals.

2. Material and Methods

Material. Pubmed abstracts are the main material. We collected 67,303 different PMIDs 
which abstracts are already structured. This structure may be native or it may be generated 
during their integration within the MEDLINE. The five sections explicitly mentioned are: 
Background, Objective, Methods, Results, and Conclusions. The collected PMIDs are 



provided by 4,254 different sources. This structuring is our reference data.

Methods. Our method consists of three main steps: (1) the preprocessing of the abstracts 
and the preparing of the features, (2) the training of the learning algorithms and (3) the test 
of the trained models and their evaluation against the reference data. During the 
preprocessing step, we extract from the XML MEDLINE files the raw data labeled by the 
section names (Background, Objective, Methods, Results, Conclusions). The abstract text is 
segmented into ordered sentences. The sentences are processed with a POS-tagger [8] and 
each word is assigned to a grammatical category and lemmatized. We exploit different 
types of data for  the categorization: position of the sentences within abstracts, forms and 
lemmas of the words. The second step is dedicated to the training of the learning algorithm. 
66% of the sentences are exploited as the training data and the remaining 33% (from which 
we remove the information on their structure) are exploited for tests. We exploit the SVM 
algorithm [9] with a linear kernel. Each sentence to  be categorized  is represented as a 
vector of features which can be: its position, its set of forms or of lemmas weighted with 
TFIDF. These features may be processed separately or combined. The aimed categories 
correspond to the five sections (Background, Objective, Methods, Results, and 
Conclusion). The models are optimized so that the number of sentences incorrectly 
included in the category and the number of sentences of the category that we are missing  to 
identify on the training set reach the breakeven point for each section. The evaluation is 
performed within each category according to three classical measures: precision P, recall R 
and the f-measure F. The baseline is performed with only the position information.

3. Results and Discussion

Model Relative pos. Absolute pos. Forms Lemmas

F1 P R F1 P R F1 P R F1 P R

Background 0.28 0.17 1 0.73 0.74 0.73 0.53 0.49 0.56 0.51 0.48 0.55

Background+pos. 0.80 0.78 0.83 0.80 0.78 0.83

Objective 0.06 0.04 1 0 0 0 0.07 0.07 0.07 0.03 0.05 0.02

Objective+pos. 0.17 0.13 0.25 0.16 0.13 0.22

Methods 0.39 0.24 1 0.55 0.55 0.56 0.62 0.61 0.61 0.61 0.60 0.62

Methods+pos. 0.65 0.65 0.65 0.64 0.64 0.64

Results 0.55 0.38 1 0.63 0.60 0.67 0.58 0.68 0.51 0.57 0.67 0.49

Results+pos. 0.58 0.67 0.51 0.57 0.67 0.50

Conclusion 0.31 0.18 1 0.54 0.56 0.53 0.37 0.26 0.61 0.32 0.19 0.94

Conclusion+pos. 0.81 0.79 0.83 0.81 0.79 0.83

Table 1: Evaluation results (pos. = position).



In table 1, we indicate the results obtained for each category (indicated in the first column 
of the table). The two first sets of the results correspond to the baseline obtained with 
absolute and relative positions. The relative position favors the recall (always perfect), 
while the precision is low. The strongest results are obtained for the Results section 
sentences. The performances with the absolute position of the sentences are higher: f-
measure goes from 0.54 to 0.73. The Objective section shows null performance. Table 1 
indicates then the performances for the categorization of the sentences when forms and 
lemmas are considered: the difference is small although the forms are more efficient than 
the lemmas. When only the forms and lemmas are processed, the f-measure can reach up to 
0.60. The efficiency of these features is increased by 0.10 (Objectives), 0.30 (Background) 
and up to 0.50 (Conclusion) when they are combined with the position of the sentences. On 
the whole, our performances reach up to 0.60 and 0.80. The obtained results are slightly 
inferior to some previous work [6,7] (f-measure between 0.70 and 0.90) but are comparable 
to other works [6]. The comparison remains difficult because we work on a greater variety 
of abstracts, while in previous work the abstracts belong to a given area.

4. Conclusion and Perspectives

We presented an experience on structuring of the MEDLINE abstracts. We rely on the 
machine learning algorithms and on different kinds of features (position of the sentences, 
their forms and lemmas, and the combinations of them). The combination of features 
provides the best results: 0.60 to 0.80 for the main sections. One section (Objective) 
remains difficult to the categorization. Notice that this section is very rare in the collected 
data. To prepare further experiments and the improvement of the results, we plan to exploit 
other features such as terms and their semantic categories as well as information about the 
sequentiality of the sections. 
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