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Abstract. Our objective is the detection of semantic relations between
pharmacovigilance terms. We propose to apply the Natural Language
Processing methods independently in two languages (English and French)
and then to combine the obtained results. The evaluation of these rela-
tions is done via their comparison with the reference data, while their
complementarity is analyzed through their involvement in the clusters.
Our results show that: each language contributes almost equally to the
generated results; the number of common hierarchical relations is greater
than the number of common synonym relations. On the whole, the ob-
tained results point out that in a cross-language context, each language
brings additional linguistic and semantic regularities. The union of the
two languages is especially beneficial to the recall and the F-measure.

1 Introduction

Recent research pointed out that, across languages, it is possible to find common
linguistic and semantic regularities. Hence, the cross-language semantics may be
exploited in several ways: (i) comparative studies, which allow to find interlin-
gual universals [1, 2]; (ii) contrastive cross-language analysis [3]; (iii) transposi-
tion and adaptation of methods and resources from one language to another [4];
(iv) collaboration between languages [5]. Among these, we propose to work in
the context of collaboration between languages. We assume the results obtained
in one language can help to improve the results obtained in the other language.
Our work aims at the detection of semantically and medically close terms related
to the adverse drug reactions (ADRs) from the MedDRA (Medical Dictionary
for Regulatory Activities) terminology [6]. This task is very useful for the gen-
eration of new alerts and for making the use of drugs more secured. Usually, the
semantically close MedDRA terms are detected manually within MeDRA [7] or
within specific resources [8]. We propose to use a flat list of the MedDRA terms
and to detect the semantic relations among them with the Natural Language
Processing (NLP) methods dedicated to the terminology structuring. The rela-
tions to be detected are morpho-syntactic variations {artery restenosis, arterial
restenosis}, synonymy {muscle ache, muscle pain} and hierarchical subsumption
{renal failure, postoperative renal failure}. Terms in English and French are used.
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Type of material English French

1. MedDRA Preferred Terms 18,209 18,786

2. Reference sets of relations between MedDRA terms (SMQs) 84 84

3. Linguistic resources
UMLS synonyms [9] 227,887 126,892
Acquired biomedical synonyms [10, 11] 28,691 1,314
General language synonyms [12, 13] 50,970 115,720

Table 1. Material exploited in the two processed languages (English and French).

Fig. 1. General schema of the method.
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2 Methods and Material

Material. We exploit three types of material (Table 1): (1) a flat list of the Med-
DRA Preferred Terms; (2) the manually detected relations between the MedDRA
terms collected within 84 SMQs, or Standardised MedDRA Queries, related to
various safety topics such as Haemorrhage, Hepatic disorders, Convulsions and
(3) linguistic resources, which contain synonymy relations between simple words
or terms, such as {accord, concordance}, {aceperone, acetabutone} or {bleeding,
hemorrhage}. Each kind of material is exploited in English and French languages.

Methods. Figure 1 presents the general schema of the method. Terms are POS-
tagged with Genia tagger [14] in English, TreeTagger [15] in French, then syn-
tactically analyzed with the YATEA parser [16]. Three methods are applied for
the acquisition of semantic relations (synonymy and hierarchical subsumption).

Morpho-syntactic variants. Identification of morpho-syntactic variants be-
tween the terms is detected with Faster [17], which applies transformation rules
for processing insertion (cardiac disease/cardiac valve disease), morphological
derivation (artery restenosis/arterial restenosis) or permutation (aorta coarcta-
tion/coarctation of the aorta). Insertion introduces a hierarchical relation (car-
diac valve disease is more specific than cardiac disease), while permutation in-
troduces a synonymy relation. When several rules are involved, such as in gland
abscess and abscess of salivary gland, the hierarchical relation prevails.

Compositionality and synonymy. Synonymy relations are acquired in two
ways: (1) synonymy relation is established between two simple terms if this
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relation is provided by the linguistic resources; (2) identification of synonym
relations between complex terms relies on the semantic compositionality [18].
Hence, two complex terms are considered to be synonyms if at least one of their
components at the same syntactic position are synonyms. For instance, given
the synonymy relation between the two words pain and ache, the terms muscle
pain and muscle ache are also identified as synonyms [19].

Lexical inclusion and hierarchy. According to the lexical inclusion hypothesis
[20], there is hierarchical subsumption relations between two terms when one
term is lexically included at a given syntactic position in another term. For
instance, the short term pain is the hierarchical parent and the long term muscle
pain is its hierarchical child because pain is the syntactic head of muscle pain.

Clustering of terms. The terms related through the lexical inclusions are
considered as directed graphs (the terms are the nodes of the graph while the
hierarchical relations are the directed edges) and are partitioned into strongly
connected components. Thus, within the directed graphs G we have to identify
the maximal sub-graphs H of G where for each pair {x, y} of the nodes from H,
there exists a path composed of directed edges from x to y. These clusters can
correspond to or be part of the reference sets (SMQs). To improve the coverage
of the clusters, we also add the synonyms: if a term has a synonymy relation
with the term from a cluster then this term is also included in this cluster.

Evaluation and Analysis of the complementarity. The generated semantic re-
lations are evaluated against the reference data with three measures: precision
P (percentage of the relevant relations divided by the total number of the gen-
erated relations), recall R (percentage of the relevant relations divided by the
number of relations in the reference SMQs) and F-measure F1 (harmonic mean
of P and R). For the analysis of the complementarity between the languages, we
address issues such as: whether the relations are common or unique between the
languages, whether they allow to improve the coverage or the correctness of the
results, are some of the relationships more redundant between the languages.

3 Results and Discussion

In table 2, columns # relations show the number of the acquired relations in the
two languages. We have three main observations: (1) there is more relations gen-
erated in English than in French, (2) each input resource in English contributes
to the acquisition of relations, while in French the UMLS synonyms provide no
results, (3) the set of the hierarchical relations induced with lexical subsumption
in French (3,980) is larger than in English (3,366). Given the poor (in English)
or null (in French) contribution of the UMLS synonyms (term labels which have
the same concept), we show the interest to use other sources of synonyms. The
following three columns (% in clusters) of table 2 indicate the percentage of the
acquired relations in the generated clusters. We can see that the hierarchical
subsumption relations bring the majority of terms into the clusters (79.57% in
English and up to 96.66% in French), while the synonymy relations show but a
low level of involvement (less than 1% in French, 11.81% in English).
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Methods and relationships # relations % in the clusters
English French English French Union

Hierarchical rel. with lexical inclusion 3,366 3,980 79.57 96.66 89.2
Hierarchical rel. with morpho-syntactic variants 316 178 8.62 2.56 4.36

Synonymy rel. with UMLS synonyms 54 - - - -
Synonymy rel. with acquired biomedical synonyms 1,110 31 - - -
Synonymy rel. with simple MedDRA synonyms 214 - - - -
Synonymy rel. with general language synonyms 28 142 - - -
Total number of the acquired synonyms 1,459 164 11.81 0.78 6.44
Table 2. Relations generated in each language and their participation in the clusters.

Fig. 2. Number of common and specific relations in the two processed languages.
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Figure 2 shows the complementarity between the two languages for each
type of relations: only 27 common synonymy relations, but up to 1,763 common
hierarchical relations. We also observe that the generation of the hierarchical
relations seems to detect more common regularities in the two languages. Still
several relations are unique to one language (i.e., {abdominal rebound tenderness,
abdominal tenderness} in English, {fibrome du sein, tumeur du sein} in French).
In table 3, which contains data on the clusters generated with the semantic
relations, we can observe that the number of clusters as well as their size intervals,
are larger when the two languages are used. Thus, the two languages appear to
be complementary from different points of view: within the sets of synonymy
and hierarchical relations and at the level of the clusters. Moreover, their union
shows that the languages contribute almost equally: 39.69% of terms unique to
English, 34.03% unique to French, and 26.27% common to the two languages.

The results of the evaluation against the reference data are shown on figure
3. These are not projected on the x and y axes. Instead, the outer border of the
circles indicates the reference data (84 SMQs), the radius 0-100 scale indicates
the evaluation measure values. More a given line is closer to the outer border, the
better the results for the corresponding method and measure. We have several
observations: (1) there is an important variability between the SMQs; (2) very
often, the precision is high while the recall is low (the generated clusters are
smaller than the SMQs and show their different aspects), which is similar to
the hierarchical subsumption obtained within MedDRA; (3) the union of the
two languages has a positive effect on the Recall and F-measure. As for other
automatic methods exploited within a similar task (semantic similarity, OWL
queries), they tend to provide high recall but a lower precision [21, 22].
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English French Union

Number of clusters 965 1,133 1,571
Size of clusters (intervals) [2; 257] [2; 205] [2; 301]
Size of clusters (average) 6.39 4.97 6

Table 3. Generated clusters in each language (English, French) and with their Union.

Fig. 3. Evaluation against the reference data with Precision, Recall and F-measure.

(a) Average: English 64.7%,
French 70%, Union 69.5%

(b) Average: English 9.5%,
French 8.5%, Union 12%

(c) Average: English 16.5,
French 15, Union 20.4

4 Conclusion and Perspectives

We proposed an experiment on the exploitation of linguistic data in two lan-
guages, English and French, for the generation of semantic relations between the
MedDRA terms. In this way, we can detect semantically close MedDRA terms
and analyse the complementarity between the results provided in each processed
language. Several analyses performed point out that two languages are better
than one: we obtain more complete results and the global performance of the
approach is improved when the union of the two languages is done. Each lan-
guage contributes almost equally to the results. Only a small set of the synonymy
relations is common to the two languages, while an important number of hier-
archical relations are generated in the two languages. The hierarchical relations
bring the majority of the results. We have several perspectives to this work: (1)
enrich the input resources with associative relations acquired with distributional
methods on corpora and terminologies; (2) exploit the compositionality-based
method not only with input synonymy resources but also with input hierarchi-
cal and associative relations; (3) explore corpora and apply other methods for
the automatic detection of the semantic relations between the MedDRA terms;
(4) combine these results with other automatic methods [22].
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