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Abstract. Parallel sentences provide semantically similar information which can
vary on a given dimension, such as language or register. Parallel sentences with
register variation (like expert and non-expert documents) can be exploited for the
automatic text simplification. The aim of automatic text simplification is to better
access and understand a given information. In the biomedical field, simplification
may permit patients to understand medical and health texts. Yet, there is currently
no such available resources. We propose to exploit comparable corpora which are
distinguished by their registers (specialized and simplified versions) to detect and
align parallel sentences. These corpora are in French and are related to the biomed-
ical area. We treat this task as binary classification (alignment/non-alignment). Our
results show that the method we present here can be used to automatically generate
a corpus of parallel sentences from our comparable corpus.
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1. Introduction

Parallel sentences provide semantically similar information which can vary on a given
dimension. The dimension on which the parallelism is positioned can come from many
levels, here we are concerned with expert and non-expert register of language. The fol-
lowing pair of sentences illustrates this:

– Expert : Drugs that inhibit the peristalsis are contraindicated in that situation
– Non-expert : In that case, do not take drugs intended for blocking or slowing

down the intestinal transit

Pairs differentiated by their degree of technicality can be used for text simplification.
The purpose of text simplification is to provide simplified versions of texts, in order to
remove or replace difficult words or information.

Automatic text simplification can be used as a preprocessing step for NLP applica-
tions or for producing suitable versions of texts for humans. In this second case, sim-
plified documents are typically created for children [1], or for people with mental or
neurodegenerative disorders [2].

Helping patients to better understand medical and health information is an important
issue, which motivates our work[3].

In order to perform biomedical text simplification, we propose to collect parallel sen-
tences, which align difficult and simple information. We can exploit an existing monolin-
gual comparable corpus with medical documents in French [4]. The corpus is composed
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of documents created for medical professionals and documents created for patients. The
purpose of our work is to detect and align parallel sentences from this comparable cor-
pus. We also propose to test what the impact of imbalance on categorization results is:
imbalance of categories is indeed a natural characteristic in textual data.

The existing work on searching parallel sentences in monolingual comparable cor-
pora indicates that the main difficulty is that such sentences may show low lexical over-
lap but be nevertheless parallel. This task is usually explored in general-language corpora
and performed as assigning a similarity score from 0 to 5[5]. Among the exploited meth-
ods, we can notice lexicon-based methods which rely on similarity of subwords or words
from the processed texts or on machine translation [6]; knowledge-based methods which
exploit external resources, such as WordNet [7];syntax-based methods which exploit the
syntactic modelling of sentences. [8]; or corpus-based methods [9].There is no existing
work on building a corpus for text simplification in the biomedical domain.

2. Method

We use the CLEAR comparable medical corpus [4] available online1 which contains
three comparable sub-corpora in French. Documents within these sub-corpora are con-
trasted by the degree of technicality of the information they contain with typically spe-
cialized and simplified versions of a given text. These corpora cover three genres: drug
information, summaries of scientific articles, and encyclopedia articles. The Drugs cor-
pus contains drug information such as provided to health professionals and patients. This
corpus is built from the public drug database2 of the French Health ministry. The Scien-
tific corpus contains summaries of meta-reviews of high evidence health-related articles,
such as proposed by the Cochrane collaboration and the simplified versions that they
provide[10]. This corpus has been built from the online library of the Cochrane collab-
oration3. The Encyclopedia corpus contains encyclopedia articles from Wikipedia4 and
Vikidia5. Wikipedia articles are considered as technical texts while Vikidia articles are
considered as their simplified versions (they are created for children from 8 to 13 year
old). Only articles indexed in the medical portal are exploited in this work.

We exploit a reference dataset with sentences manually aligned by two annotators
within this corpus.

2.1. Automatic Detection and Alignment of Parallel Sentences

Automatic detection and alignment of parallel sentences is the main step of our work.
The objective is to assess whether two given sentences have the same meaning.

The reference data with aligned sentence pairs, which associate technical and sim-
plified contents, are created manually. We have randomly selected 39 documents from
the corpus. The sentence alignment is done by two annotators. This alignment process
provides a set of 238 equivalent sentence pairs. The inter-annotator agreement is 0.76

1http://natalia.grabar.free.fr/resources.php#clear
2http://base-donnees-publique.medicaments.gouv.fr/
3http://www.cochranelibrary.com/
4https://fr.wikipedia.org
5https://fr.vikidia.org
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[11], before consensus. In order to perform the automatic categorization, we also need
negative examples, which are obtained by randomly pairing all sentences from all the
document pairs except the sentence pairs that are already found to be parallel. Approxi-
mately 590,000 non-parallel sentences pairs are created in this way. That high degree of
imbalance is the main challenge in our work and we address it in the experimental design
(sec. 2.2).

For the automatic alignment of parallel sentences, we use a binary classification
model that relies on the random forest algorithm [12]. The implementation we use is the
one that is available in scikit-learn [13]. The features we use are the following: number
of common non-stopwords; percentage of words from one sentence included in the other
sentence, computed in both directions; sentence length ratio; average word length ratio,
total number of common character bigrams and trigrams, word-based similarity measure
exploits three scores (cosine, Dice and Jaccard) character-based minimal edit distance,
word-based minimal edit distance [14], syntactic token-based minimal edit distance;
number of common CUI (we generate all the possible subsequences of words in both
sentences and check whether they have a corresponding CUI in the UMLS/SNOMED
lexicon[16]. We count the number of times that a same CUI appears in both sentences);
WAVG and CWASA [17].

2.2. Experimental Design

We work on sentences that are equivalent (they both express the same meaning). 238
equivalent pairs were obtained.

We performed two sets of experiments:

1. We train and test the model with balanced data (we randomly select as many non-
aligned pairs as aligned pairs), and then we progressively increase the number of
non-aligned pairs until we reach a ratio of 3000:1, which is close to the real data
(∼4000:1).

2. Then, for each ratio, we apply the obtained model to the whole dataset and eval-
uate the results. Note that the training data is included in the whole dataset, we
proceed this way because of the low volume of available data.

This means that each model is evaluated twice : once on the test set, and once on the
whole dataset. We only report scores for the aligned category. The results that are pre-
sented correspond to the mean values over the fifty runs. Finally, we apply the best model
on another 30 randomly selected documents and manually evaluate the output.

3. Results

We present the results in Figures 1 and 2: The x axis represents the growing of imbalance
(the first position is 1 and corresponds to balanced data), while the y axis represents the
values of Precision, Recall and F-measure. Figure 1 presents the results for the experi-
ments where we evaluate the model on the test set, Figure 2 presents the results for the
experiments where we evaluate the model on the whole dataset.

We can observe that the use of balanced data provides very high results, both for
Precision and Recall, which are very close to the reference data (> 0.90 performance).
These good results in an artifical setting cannot be applied to the real dataset, as is indi-
cated by the starting point in Figure 2
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Figure 1. Evaluation on the test set.

Figure 2. Evaluation on the whole dataset.

4. Discussion

When the model is learned on a substantial degree of imbalance, the Precision score is
high when that model is applied to the real data, which has a ratio of about 4,000:1. The
recall value is also high, but since two thirds of the aligned sentences have been used for
training, that good score should be considered cautiously.

For further evaluation, we randomly selected 30 pairs of documents to evaluate the
performances of the models. We used the model that was trained at a ratio of 1200:1. In
terms of precision, the model shows 98.75% on all the sentence pairs aligned (80 sen-
tence pairs), including equivalence, inclusions and intersection. Only one result showed
two unrelated sentences. Those results show that we have a model that can be used to
automatically generate a parallel corpus with reduced noise, from highly imbalanced
comparable corpora, for text simplification purposes.
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5. Conclusion

We addressed the task of detection and alignment of parallel sentences from a mono-
lingual comparable French corpus. We use the CLEAR corpus, that is related to the
biomedical area.

We made observations on the effect of imbalance during training on the performance
on the real data. We show that increasing the imbalance during training increases the
Precision of the model while still maintaining a stable value for Recall.

We will use that model to generate a corpus of parallel sentences in order to work
on the development of methods for biomedical text simplification in French.
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